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Abstract. In this paper series, we argue for the role embodiment plays
in the evaluation of systems developed for Human Computer Interaction.
We use a simulation platform, VoxWorld, for building Embodied Human
Computer Interactions (EHCI). VoxWorld enables multimodal dialogue
systems that communicate through language, gesture, action, facial ex-
pressions, and gaze tracking, in the context of task-oriented interactions.
A multimodal simulation is an embodied 3D virtual realization of both
the situational environment and the co-situated agents, as well as the
most salient content denoted by communicative acts in a discourse. It is
built on the modeling language VoxML, which encodes objects with rich
semantic typing and action affordances, and actions themselves as mul-
timodal programs, enabling contextually salient inferences and decisions
in the environment. Through simulation experiments in VoxWorld, we
can begin to identify and then evaluate the diverse parameters involved
in multimodal communication between agents. In this second part of this
paper series, we discuss the consequences of embodiment and common
ground, and how they help evaluate parameters of the interaction be-
tween humans and agents, and compare and contrast evaluation schemes
enabled by different levels of embodied interaction.

Keywords: Embodiment · HCI · Common ground · multimodal dia-
logue · VoxML.

1 Introduction

In Part 1, we described the theory of computational common ground and its
underlying semantics. We focused on the role of an agent’s embodiment in cre-
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ating mechanisms through which to compute the parameter values that go into
a common ground structure, such as the target of a pointing gesture.

This is crucial to evaluating human-computer interactions because it provides
for bidirectional content: that is, each interlocutor has available all communica-
tive modalities and can use them with reference to the current situation rather
than having to communicate solely in abstractions, for lack of either a situated
context or an ability to interact with it. Put simply, an agent needs to have at
minimum the notion of a body and how it exists in an environment in order to
reference said environment with any specificity. Figure 1 shows an example of
this, with a human and an avatar making the smae gesture, that both of them
can recognize and interpret.

Figure 1: Bidirectional gesture recognition and generation.

Visual gesture recognition has long been a challenge [10,22]. Gesture recog-
nition in our VoxWorld-based embodied HCI system is facilitated by Microsoft
Kinect depth sensing [27] and ResNet-style deep convolutional neural networks
(DCNNs) [7] implemented in TensorFlow [1]. As our goal in developing multi-
modal interactions is to achieve naturalistic communication, we must first ex-
amine what we mean by and desire of an interaction such as that illustrated in
Section 2.

We take the view that a “meaningful” interaction with a computer sys-
tem should model certain aspects of a similar interaction between two humans.
Namely, it is one where each interlocutor has something “interesting” to say,
and one that enables them to work together to achieve common goals and build
off each other’s contributions, thereby conveying the impression to the user that
the computer system is experiencing the same events. We therefore build the
evaluation scheme off of the following qualitative metrics:

1. Interaction has mechanisms to move the conversation forward [4,11]
2. System makes appropriate use of multiple modalities [2,3]
3. Each interlocutor can steer the course of the interaction [8]
4. Both parties can clearly reference items in the interaction based on their

respective frames of reference [21,26,29]
5. Both parties can demonstrate knowledge of the changing situation [28]

In [18] we introduced a surface-level evaluation scheme that satisfies the above
requirements. In this scheme, we took the view that a “meaningful” interaction
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