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Abstract

We present TRACE, a novel system for live
common ground tracking in situated collabora-
tive tasks. With a focus on fast, real-time per-
formance, TRACE tracks the speech, actions,
gestures, and visual attention of participants,
uses these multimodal inputs to determine the
set of task-relevant propositions that have been
raised as the dialogue progresses, and tracks
the group’s epistemic position and beliefs to-
ward them as the task unfolds. Amid increased
interest in AI systems that can mediate collab-
orations, TRACE represents an important step
forward for agents that can engage with multi-
party, multimodal discourse.

1 Introduction
When engaging in a shared task, collaborators con-
tinually exchange information about goals, obsta-
cles, and next steps, thereby building a shared
understanding of the problem, or a “common
ground” (Clark and Brennan, 1991). In situations
involving hybrid human-AI teams, although there
is an increasing desire for AIs that act as collabora-
tors with humans, modern AI systems struggle to
account for such mental states in their human inter-
locutors (Sap et al., 2022; Ullman, 2023) that might
expose shared or conflicting beliefs, and thus pre-
dict and explain in-context behavior (Premack and
Woodruff, 1978). Additionally, in realistic scenar-
ios such as collaborative problem solving (Nelson,
2013), beliefs are communicated not just through
language, but through multimodal signals includ-
ing gestures, tone of voice, and interaction with
the physical environment (VanderHoeven et al.,
2024b). Since one of the critical capabilities that
makes human-human collaboration so successful is
the human ability to interpret multiple coordinated
modalities in real-time, collaborative AIs would

*This work performed under a CalTech Summer Under-
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State University.

Figure 1: Three participants performing the Weights
Task with overlay showing detected deixis, objects, and
gaze directions, as well as banks of evidence (EBANK)
and agreed-upon facts (FBANK) regarding the weights
of each differently-colored block.

need to likewise replicate this ability in live real-
time settings, but this remains extraordinarily diffi-
cult for machines.

Our system, TRACE (Transparency in Collab-
orative Exchanges) addresses this problem with
the following novel and unique contributions in a
single system:

• Real-time tracking of participant speech, ac-
tions, gesture, and gaze when engaging in a
shared task;

• On-the-fly interpretation and integration of
multimodal signals to provide a complete
scene representation for inference;

• Simultaneous detection of asserted proposi-
tional content and epistemic positioning to
infer task-relevant information for which evi-
dence has been raised, or which the group has
agreed is factual;

• A modular, extensible architecture adaptable
to new tasks and scenarios.

We demonstrate TRACE on the task of track-
ing the common ground that emerges within tri-
ads performing a situated collaborative task called
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the Weights Task (Khebour et al., 2024a) (Fig. 1).
Importantly, our system jointly operationalizes
methods previously evaluated in isolation (Khe-
bour et al., 2024b; VanderHoeven et al., 2024a;
Venkatesha et al., 2024), and we do this in real-
time while balancing speed and performance. To
our knowledge, no previous system has attempted
this. TRACE can be adapted to similar situated
collaborative tasks with sufficient data, making
it useful for real-time analysis of collaborative
problem solving and multimodal communication.
We also assess the level of error introduced into
multiple features by different levels of live au-
tomated processing when compared to manually-
annotated ground truth. TRACE represents an im-
portant advance for for AI systems that can model
group collaboration in real-time situated contexts.
A video demonstration showcasing multiple as-
pects of a collaborative interaction is available
here. Installable code and setup instructions may
be found at https://github.com/csu-signal/
TRACE/releases/tag/naacl-demo, available at
present under the MIT license.

2 Related Work
Dialogue state tracking (DST) aims to update the
representations of a speaker’s (user’s) needs at each
turn in the dialogue, taking into account past di-
alogue moves and history (Budzianowski et al.,
2018; Liao et al., 2021; Jacqmin et al., 2022). Di-
alogue studies provide a technical definition of a
“common ground” as a set of shared beliefs among
participants in an interaction (Grice, 1975; Clark
and Brennan, 1991; Traum, 1994; Stalnaker, 2002;
Asher and Gillies, 2003; Traum and Larsson, 2003;
Hadley et al., 2022). This attribution of mental
states to one’s interlocutors is central to Theory of
Mind (Premack and Woodruff, 1978). Such internal
states may be communicated not just through lan-
guage, but nonverbal behavior as well (Hall et al.,
2019). Understanding nonverbal behavior in mul-
timodal communication has been of longstanding
interest in psychology and HCI (Kendon, 1997,
2004; McNeill, 2005; Beilock and Goldin-Meadow,
2010), and has recently found increasing relevance
to AI systems (Sigurdsson et al., 2016; Gu et al.,
2018; Li et al., 2020).

Our work is similar in spirit to the Dialogue State
Tracking Challenge (DSTC; Williams et al. (2016)).
While both are consistent with Clark (1996)’s no-
tion of common ground and may involve a live
evaluation, our work is novel in that we address

Figure 2: High-level schematic of information flow in
real-time multimodal common ground tracking. We
combine signals from speech, gesture, and objects in the
environment to determine the task-relevant content be-
ing discussed, and the epistemic positioning expressed
in each utterance. Logical closure rules unify these out-
puts into the set of common QUDs (QBANK—not dis-
played for space reasons), pieces of evidence (EBANK),
and facts (FBANK).

the content of the common ground directly rather
than proxies such as goal, and interpret multimodal
signals in a situated collaborative task context. Sim-
ilar work that involves situated interaction includes
grounding of action descriptions (Beinborn et al.,
2018), and previous work using interactive virtual
avatars (Krishnaswamy et al., 2017; Pustejovsky
et al., 2017; Krishnaswamy et al., 2020) where a
common ground can be constructed post hoc (Kr-
ishnaswamy and Pustejovsky, 2020).

Khebour et al. (2024b), introduced a novel task
of common ground tracking (CGT) that automati-
cally identifies the set of shared beliefs and “ques-
tions under discussion” (QUDs) of a group with
a shared situated task and goal, using multimodal
signals to both extract the propositional content
being expressed by task participants (Venkatesha
et al., 2024), and their epistemic positionings to-
ward them, to mark which are accepted as facts
by the group vs. merely evidenced. VanderHo-
even et al. (2024b) laid out the different modalities
that may be used to give an AI system enough in-
formation to adequately interpret a collaborative
dialogue. TRACE operationalizes and integrates
the aforementioned works in real time.

3 System Description
TRACE is a modular system that combines features
from speech, acoustic, RGB, and depth channels
to interpret task participants’ linguistic and nonver-
bal behavior to model their common task-relevant
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beliefs. Descriptions of the individual modules
and their relations to previous research are given in
Sec. 3.1, and Fig. 2 shows how they interact. All
feature modules specify an output interface or a
class representing the data type a module outputs.
Modules also specify zero or more input interfaces,
which they require in order to calculate the output.
For example, the Propositional Extraction module
requires only text input while the Dense Paraphras-
ing module requires text, gesture, and object inputs
(Fig. 2). TRACE enables modules to set their in-
put interfaces as dependencies, and the contents of
the required output interface will be automatically
passed into the dependent input interface. Thus,
the entire system, or any such system built with
TRACE can be structured as a directed graph with
features as vertices and edges connecting a module
and all of its dependencies. This framework allows
for swapping in and out different multimodal pro-
cessing modules to create variants of the system.

TRACE is demonstrated on the Weights
Task (Khebour et al., 2024a), a situated collabo-
rative task where triads work together to determine
the weights of five differently-colored blocks using
a balance scale. The block weights follow the pat-
tern of the Fibonacci sequence in increments of 10
grams. The correct weight assignments by color
are: 10g (red), 10g (blue), 20g (green), 30g (pur-
ple), and 50g (yellow). Beliefs in the Weights Task
constitute evidence for or against weight assign-
ments for blocks, or agreement upon the weight
of a given block, as discussed in Khebour et al.
(2024b). Fig. 1 shows the physical task space, with
blocks and the balance scale on a table with 3 par-
ticipants seated around it. The task is recorded
using an Azure Kinect RGBD camera, and either
a single MXL AC-404 ProCon microphone or 3
individual lavalier or headset mics—one for each
participant (Bradford et al., 2022). The system
as presented in the demonstration video runs on
an Alienware Aurora R12 tower with an NVIDIA
RTX 3090 with 24GB of VRAM but can run on
systems as small as a laptop with an RTX 3070 Ti
(8GB VRAM). See Appendix C for further details.

3.1 Modules
Here we describe the individual modules used by
TRACE for multimodal processing. Our choices of
processing techniques were motivated by the need
to simultaneously optimize for both performance
and the speed necessary to run in real time while
remaining within the aforementioned hardware lim-

its when running all modules simultaneously. Thus,
we combine older and newer techniques to pro-
vide sufficient performance while running quickly
enough for real-time processing. The technical de-
tails of each are in the referenced papers. Details
such as hyperparameters or minor modifications
we made to the original models are deferred to
Appendix A.
Automatic Speech Recognition For automatic
speech recognition, we use the FasterWhisper vari-
ant of Whisper (Radford et al., 2023). Acoustic
and prosodic features of utterances are extracted
using openSMILE (Eyben et al., 2010).
Object Detection Detection of the blocks in the
scene uses a FasterRCNN ResNet-50-FPN model
(Lin et al., 2017) trained over block bounding box
annotations from the original Weights Task Dataset
(WTD; Khebour et al. (2024a)).
Deictic Gesture and Gaze Detection We use
the 3-stage gesture recognition method from Van-
derHoeven et al. (2023) that operationalizes the
gesture semantics of Kendon (1997) to detect the
“stroke” or semantically-important phase of a ges-
ture; e.g., for deictic gesture, this is the extension of
a digit. We then use VanderHoeven et al. (2024a)’s
method to calculate a “pointing frustum” (Kranst-
edt et al., 2006) from the extended digit into 3D
space and intersect it with detected objects to de-
termine what the targets of deixis are. A similar
method is used to infer gaze direction from the
direction of participants’ heads (see Appendix A).
Multimodal Dense Paraphrasing (MMDP) In
situated dialogue, objects are often referenced with
demonstratives (“this,” “that one,” etc.). Fully in-
terpreting these demonstratives requires recourse
to one or more non-linguistic modality. We fol-
low a multimodal dense paraphrasing (MMDP)
procedure (Tu et al., 2023, 2024), which uses addi-
tional context to merge multimodal channels into
enriched LLM prompts that query the state of the
common ground. TRACE uses MMDP to build a
list of potential referents from the objects selected
by deixis, and then takes demonstratives in utter-
ances that overlap with the deictic gesture and re-
places them with the names of the objects, depend-
ing on the objects in the list (ordered by distance
from the pointing digit) and the grammatical num-
ber of the demonstrative pronoun. Table 1 provides
examples.
Common Ground Tracking (CGT) CGT fol-
lows Khebour et al. (2024b)’s method, combin-



Blocks Utterance Dense paraphrase

purple So, that’s more than 20 So, [purple block]’s more than 20.

red, green
So that’s a 10 and So [red block]’s a 10 and
that’s a 20 right there? [green block]’s a 20 right there?

green, purple So, these are 50 on here? So, [green block, purple block]
are 50 on here?

Table 1: Utterances, retrieved blocks, and corresponding
(ground truth) MMDPs.

ing an epistemic “move” classifier, a propositional
extractor, and a set of logical closure rules to en-
force consistency over the facts, evidence, and ques-
tions under discussion within the group’s common
ground. Utterances are classified as expressing
an epistemic STATEMENT of evidence toward
the currently or most-recently expressed proposi-
tion, ACCEPT ance of previously-surfaced evi-
dence as fact, DOUBT of evidence or a fact, or
none of the above. These classifications are per-
formed on the basis of the MMDPed text of the
transcribed utterance encoded through BERT (De-
vlin et al., 2019), and the acoustic/prosodic fea-
tures extracted with openSMILE, and does not in-
clude other features like Gesture-AMR (GAMR;
Brutti et al. (2022)) or collaborative problem solv-
ing facets (Sun et al., 2020), which require manual
annotations or an auxiliary model (Bradford et al.,
2023).

Propositions are extracted from the text of the
dense-paraphrased utterance, and take the form
of relations between blocks or between blocks
and weight values (e.g., red = 10 or red =
blue). Here we use the cross-encoder method from
Venkatesha et al. (2024), who report improved per-
formance over the cosine similarity method used
in Khebour et al. (2024b). Further technical speci-
fications are given in Appendix A.

Logical closure rules consistent with those in
Khebour et al. (2024b) unify the extracted propo-
sitions and epistemic moves into the contents
of the common ground. STATEMENT (p)
raises evidence consistent with p to EBANK.
ACCEPT (p) raises p (if in EBANK) to FBANK.
DOUBT (p) lowers p (if in FBANK) to EBANK.
For ACCEPT s and DOUBT s, we assume p to
be the most-recently stated proposition if no propo-
sition is extractable from the utterance (e.g., utter-
ances like “yeah” or “wait, I don’t think so”).

4 Evaluation
We evaluate over Groups 1, 2, 4, and 5 of the
Weights Task Dataset (WTD). These groups have
been fully manually annotated with ground truth
labels for all speech transcriptions, gestures, block

locations, epistemic “move” labels, and expressed
propositions. We use move and proposition mod-
els that exclude the relevant test group from the
training data. We also present an evaluation of the
demonstration video (linked in Sec. 1) where the
models used were trained over the entire WTD.

Following Khebour et al. (2024b), our primary
metric is Sørensen-Dice Coefficient (DSC; Dice
(1945); Sørensen (1948)). This can be computed
against each utterance (as in Fig. 3), or averaged
over a dialogue (as in Table 2), and indicates the
match between the set of propositions extracted by
TRACE using all the component models, and the
set of propositions in the ground truth, while also
normalizing for the size of the two sets.

We compare TRACE’s live performance to post
hoc results from Khebour et al. (2024b), who con-
sidered only utterances that were annotated as ex-
pressing some epistemic position, and used human-
annotated dense paraphrases and gesture annota-
tions using GAMR (Brutti et al., 2022). We present
DSC over all three common ground banks, as well
as over the union of FBANK and EBANK, which
approximates the quality of propositional extrac-
tion independent of epistemic move classification
(because misclassified moves may raise a propo-
sition p to the wrong bank). Due to the challenge
of real-time processing, our reported numbers are
often lower, though we do find a few cases where
we match or slightly exceed previous results, such
as extracting QUDs in Group 5. Generally, live pro-
cessing does fairly well at tracking the set of QUDs
over time but struggles to assign facts and evidence
to the right level. This was also a challenge noted
in the original Khebour et al. (2024b) results.

As such, we also compare to results reported in
Tu et al. (2024), who focus on using multimodal
dense paraphrasing to identify common ground in
the aftermath of human-labeled ACCEPT moves,
and hence only report results on FBANK. Thus,
their results can be directly compared to the union
of facts and evidence (F ∪ E) in the live condition,
as they implicitly assume the contents of other pre-
ceding utterances accumulate evidence which is
then moved to fact status upon the occurrence of a
human-labeled ACCEPT .

This represents comparisons to all previously-
reported SOTA on this task and data, however our
numbers represent real-time automated processing
of all features considering all utterances (unlike
Khebour et al. (2024b)), meaning that we are si-
multaneously detecting and classifying epistemic



positioning, and considering all banks of the com-
mon ground (unlike Tu et al. (2024)). Table 2
shows the results and comparisons.

Group 1 Group 2 Group 4 Group 5

TRACE

QBank 0.349 0.656 0.741 0.546

EBank 0.063 0.135 0.231 0.214

FBank 0.000 0.205 0.000 0.000

F ∪ E 0.246 0.377 0.231 0.464

Khebour et al. (2024b)

QBank 0.767 0.911 0.817 0.514

EBank 0.344 0.713 0.812 0.335

FBank 0.000 0.528 0.045 0.165

F ∪ E 1.000 0.922 0.832 0.959

Tu et al. (2024)

F (TA) 0.883 0.580 0.450 0.652

GPT-4O (from Tu et al. (2024))

F (TA) 0.841 0.331 0.321 0.478

Table 2: Comparison of TRACE live tracking perfor-
mance to post hoc results from other methods. F (TA)
represents the contents of FBANK when only “True Ac-
cepts” are considered, as in Tu et al. (2024), which is
equivalent to F ∪ E in the real-time condition.

Like previous results, we see significant vari-
ance across groups, indicating the intrinsic chal-
lenge of the common ground tracking task. TRACE

overpredicts STATEMENT s and underpredicts
ACCEPT s in Groups 4 and 5, just like Khebour
et al. (2024b). This leads to propositions cor-
rectly being surfaced as evidence but never raised
to facts according to the model. We also find
that TRACE approaches or outperforms GPT-4o
(as reported in Tu et al. (2024)) on fact retrieval
in Groups 2 and 5 given the assumption of true
ACCEPT classification.

Fig. 3 shows an evaluation over the demonstra-
tion video, showing detected common ground vs.
the annotated ground truth over time per utterance.
This shows a typical pattern in the evolution of
common ground as the task unfolds, where the
group begins with a full set of QUDs, over time
evidence is surfaced (shown as peaks in EBANK),
and certain correct facts are agreed upon over time.

Sequences in the demonstration video can also
be explained by individual module performance.
The utterance “okay, I guess this one’s 10” is cor-
rectly paraphrased as “okay, I guess [red] one’s

Figure 3: DSC of each common ground bank vs. moves
in the demo video dialogue. A value may be zero if there
is no intersection between the predicted and ground
truth sets, but also if the union of the ground truth and
predicted sets for that bank is empty, resulting in zero
denominator. We treat this case as no similarity.

10” using gesture and object signals, and the cor-
rect proposition red = 10 is extracted. However,
the move classifier predicts that the utterance is
an ACCEPT (correct label is STATEMENT ).
Since red = 10 is not already in EBANK here,
red = 10 is not raised to FBANK. Later, the ut-
terance sequence “so purple is 30 and blue is 10?”
(with pointing) and “yeah, that should be 40 right
there” raise both purple = 30 and blue = 10 from
EBANK to FBANK simultaneously.

4.1 Substitution Study
Because we have the ground truth annotations for
speech transcriptions, gestures, and block locations,
we perform a substitution study following Cohen
and Howe (1988) to quantify of the level of error
introduced into the final output by automated pro-
cessing of these features. This study is conducted
by evaluating over a video as if live, except instead
of passing the model outputs a given feature into
the CGT pipeline, we pass the ground truth val-
ues. This allows us to evaluate the impact of each
module’s actual performance on the whole pipeline
when compared to a hypothetical scenario where
that module performs perfectly. Because of the na-
ture of dependencies between features (see Sec. 3),
fully removing these features would prevent the
system for operating entirely, and so a standard
ablation study is not realistic, hence our framing
of a substitution study (see Appendix B for more).
However, given TRACE’s many interlinked com-
ponents, such evaluation is critical to understand
where specific components can be improved.

Table 3 shows substitution study results over the
4 WTD test groups. When using “ground truth
utterances,” these are passed into the automated
move classifier and propositional extraction mod-
els, and MMDP is performed using the automated
pointing outputs. “Ground truth gestures” indicates



Ground truth utterances Ground truth gestures Ground truth objects

Group 1 Group 2 Group 4 Group 5 Group 1 Group 2 Group 4 Group 5 Group 1 Group 2 Group 4 Group 5

QBank 0.423 0.498 0.714 0.549 0.343 0.634 0.783 0.570 0.351 0.657 0.762 0.554

EBank 0.031 0.042 0.248 0.263 0.050 0.147 0.280 0.290 0.067 0.135 0.231 0.247

FBank 0.054 0.183 0.247 0.000 0.053 0.202 0.000 0.000 0.204 0.228 0.000 0.000

F ∪ E 0.383 0.324 0.419 0.555 0.384 0.377 0.368 0.608 0.220 0.405 0.255 0.508

Table 3: Substitution study results over the 4 WTD test groups, where instead of automatically processing the
indicated feature, the ground truth value from the annotated data is passed into the rest of the pipeline.

Figure 4: Still from Group 2 showing both a false posi-
tive and false negative pointing detection.

that MMDP uses ground truth pointing annotations,
automatically transcribed utterances, and automat-
ically detected blocks. Likewise, “ground truth
objects” indicates that MMDP uses automatically
transcribed utterances and automatically detected
points, but ground truth object bounding boxes to
ensure no missed or misclassified blocks (e.g., the
object detector model often confuses the blue and
purple blocks due to their similar colors).

Using veridical values for different features often
significantly boosts live performance of the other
modules across the board. This is most evident
when using ground truth utterance transcriptions,
indicating that small improvements in live ASR
(e.g., correctly transcribing “that” instead of “the”)
would have a pronounced positive effect. Using
ground truth pointing annotations is most helpful
in situations like the one shown in Fig. 4. Here,
gesture recognition falsely detects deixis on the
middle participant’s left hand but misses it on the
right hand. The accompanying utterance is “now
the first go through it bounced twice and actually...”
When using the ground truth pointing (annotated
on the right hand, which is pointing to the green
block), the MMDPed utterance is “now the first
go through [green] bounced twice and actually...”,
which later helps in the correct classification of
STATEMENT (green = 20). This shows how
small improvements in an individual feature can
result in substantial overall performance increase.

Where using ground truth values adversely im-

pacts performance, this indicates that the ground
truth annotations themselves may be noisy. For
instance, overlapping speech in the original Group
2 video led some utterances to be omitted from
the manual transcription, meaning that ASR picked
up some contentful speech that was absent in the
ostensible “ground truth”. Annotations of pointing
frames are likewise also somewhat conservative.

5 Conclusion
TRACE addresses the already-challenging problem
of common ground tracking in a situated collabora-
tive task, and undertakes the added novel challenge
of doing so in real time with live processing of
multimodal signals. We integrate epistemic state
classification (Khebour et al., 2024b), propositional
extraction (Venkatesha et al., 2024), dense para-
phrasing (Tu et al., 2023, 2024), and gesture detec-
tion (VanderHoeven et al., 2024a), using techniques
that appropriately balance speed and performance.
TRACE’s dependency graph-based architecture fa-
cilitates adaptation to other situations and tasks by
easily substituting or adding models and features.
For example, modules for posture classification can
be introduced to model social dynamics and level of
individual task engagement (Moulder et al., 2022;
Adams-Wiggins and Dancis, 2022). Additionally,
TRACE’s codebase has already been leveraged in
ongoing work as a flexible platform that can sup-
port multiple different research and demonstration
efforts. One such example is Palmer et al. (2025),
which uses the underlying TRACE platform to track
nonverbal indicators of group engagement, such
as joint visual attention and posture. TRACE will
be of use to researchers in dialogue studies and
collaborative problem solving, and can be used
in building AI systems that mediate collaboration,
such as by inserting probing questions (Karadzhov
et al., 2023; Nath et al., 2024) at key moments.

Adaptation of real-time common ground track-
ing with TRACE to other collaborative task scenar-
ios is straightforward. Many modules use off-the-
shelf processors like Whisper ASR, openSMILE,
and MediaPipe (Lugaresi et al., 2019). Models for



epistemic classification and propositional extrac-
tion can be trained on annotated data. Propositions
for a new task can be deterministically enumerated
following Venkatesha et al. (2024), and the faster
but less accurate cosine similarity method requires
no new model. Our gesture recognition models can
be reused as long as participants’ are positioned
similarly to the Weights Task. There is a practical
limit of ∼5 bodies within the camera FOV.

Future improvements to TRACE as used in the
Weights Task include also tracking the individual
beliefs about the task not shared by the group, mov-
ing away from specialized depth cameras through
RGB versions of modules like gesture recogni-
tion, and improving epistemic move classification
through richer representation of modalities like ges-
ture and facial expression. Further improvements
to and use cases for TRACE include deploying it in
less-constrained, more flexible tasks where conver-
sations may be more ambiguous or more diverse,
range in different directions, and cover a wider
potential space of propositions. We are currently
working on expanding TRACE’s usage into such
tasks, such as collaborative construction and anno-
tation of non-verbal indicators in general collabora-
tive settings. Additionally, we continue to improve
TRACE’s flexibility and codebase organization to
allow it to accommodate new models and custom
technologies, further permitting researchers to de-
ploy individualized solutions for each modality and
scenario of interest.
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A Technical Specifications of Individual
Modules

Automatic Speech Recognition We run Whisper
at float16 precision.

Object Detection FasterRCNN was initialized
with the default ResNet-50-FPN weights from
TorchVision and trained 10 for epochs with batch
size 32, input size 3×416×416, SGD with learning
rate 1e− 3, momentum 9e− 1, and weight decay
5e− 4.

Gesture Recogntion We use hand features ex-
tracted from depth video using MediaPipe (Lu-
garesi et al., 2019) as inputs to the gesture recog-
nizer. For the “near” and “far” radii for the pointing
frustum of VanderHoeven et al. (2024a), we use
40mm and 70mm, respectively.

Gaze Detection In the absence of eye tracking,
we use direction of participants’ noses as a proxy
for gaze direction. This is extracted from the
body rigs recognized using the Azure Kinect SDK,
which consist of directed acyclic graphs containing
32 “joints.” We average both ear joints, resulting
in a point roughly behind the nose, and gaze di-
rection is calculated using the vector between this
point and the nose joint. Like VanderHoeven et al.
(2024a), we extend this vector out into 3D space to
see which objects participants’ gazes are landing
on. Averaging the locations of both eyes and the

nose resulted in a stable prediction that matched
the direction of the participant’s gaze. Because par-
ticipants are always looking at something even if
they aren’t focusing on it (unlike intentional deixis),
objects are not considered “selected” by gaze, but
gaze may be used as a secondary feature.

Epistemic Move Classifier The epistemic move
classifier we used is slightly modified from the one
appearing in Khebour et al. (2024b). openSMILE
features were normalized using min-max scaling.
SMOTE (Chawla et al., 2002) was used for over-
sampling the data, as in Khebour et al. (2024b), but
when used for discrete features can create invalid
data. For example, collaborative problem solving
(CPS) facets (Sun et al., 2020) used in training
the model are supposed to be binary values, but
SMOTE can output continuous values, so synthetic
values are rounded to the nearest binary value. Fi-
nally, we also include a ReLU layer after the first
linear layer for each modality. See Khebour et al.
(2024b) for other model specifications, that remain
unchanged.

Propositional Extractor The propositional ex-
tractor from Venkatesha et al. (2024) proved to
be limited by the sparsity of propositions actually
expressed in the task (a total of 128) compared
to the total number of propositions that could be
expressed in the domain (total of 5,005). For ex-
ample, while yellow + purple+ green > red is
a possible proposition according to the combina-
torics of the objects, it is extremely unlikely to ever
actually be expressed during task performance (be-
cause the combination of yellow, purple, and green
blocks so obviously outweigh the red block that
groups never even need to try this). Meanwhile
green+purple = yellow is much more likely but
may be sparsely represented in actual data (only oc-
curring once in a group if at all). Therefore we im-
proved cross-encoder performance using data aug-
mentation. We prompted GPT-4 through its API to
create 10 utterances that expressed each of the 128
propositions that occurred in the actual data. The
model was then trained on the original transcript ut-
terances augmented with this set. The GPT system
prompt is given below, which is followed by the
specific proposition for which we generated supple-
mentary corresponding utterances. The generated
utterances were subsequently human-validated for
correctness before model training.

The cross-encoder was trained to output a score
Score(ui, pj) = MLP ([VCLS , V ui, V pj , Vui ⊙
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Vpj ]) for an utterance ui and a candidate proposi-
tion pj over the concatenated representations of the
BERT [CLS] token for the utterance-proposition
sequence, the individual utterance and proposition,
and their Hadamard product, using the same hyper-
parameters reported in Venkatesha et al. (2024).

Where Venkatesha et al. (2024)’s heuristic prun-
ing left more than 137 candidate propositions,
cross-encoder inference became slower than per-
forming a vector-similarity comparison against all
propositions in the vocabulary. In these cases, we
back off to the cosine similarity method from Khe-
bour et al. (2024b).

GPT SYSTEM PROMPT FOR PROPOSI-
TIONAL DATA AUGMENTATION

Conversation Background: Participants are first given
a balance scale to determine the weights of five col-
orful wooden blocks. They are told that the red block
weighs 10 grams, but that they have to determine the
weights of the rest of the blocks using a balance scale.

The possible weights of the blocks are 10, 20, 30,
40, 50. Propositional content in the Weights Task
takes the form of a relation between a block and a
weight value (e.g., red = 10), between two blocks
(e.g., red = blue), or between one block and a com-
bination of other blocks (e.g., red < blue+ green).
The possible colors are red, blue, green, purple, yel-
low. The possible weights are 10, 20, 30, 40, and
50. The possible relations are =, !=, <, >. Generate
10 different utterances that could be expressed by a
participant while solving this task that expresses the
following proposition:

B Substitution Study Design
An ablation study as technically defined requires
that the system experience “graceful degradation"
(Newell, 1975) when an input is removed. However
in the case of multiparty dialogue, this is often not
possible. Due to the nature of dialogue, any auto-
mated system will not perform at all in the absence
of speech information or transcribed audio. Dense
paraphrasing requires access to both gestures and
objects simultaneously; viz. dense paraphrased text
without either one of them is identical to the raw
text (this is evident in the dependencies in Fig. 2).
Thus a standard ablation study where one modality
is left out entirely is not realistic. Therefore we
frame our study as a “substitution” study a la Co-
hen and Howe (1988) which shows the importance
of each modality by allowing TRACE to look up
veridical information about that modality from the
dataset instead of removing it entirely. Thus our
evaluation follows extremely long-standing best
practices in the field of AI.

C Performance Profiling
Table 4 shows performance statistics for a single
live CGT tracking session on a consumer-grade
gaming laptop, lasting approximately 5 minutes
and using 1 microphone and 1 Kinect, with 3 task
participants.

Hardware Specifications

Processor 12th-gen Intel® CoreTM i7-12700H, 2.70 GHz

RAM 16 GB

GPU NVIDIA GeForce RTC 3070 Ti Laptop GPU

VRAM 8 GB

Live Performance Usage Ranges

GPU 60.0–74.0%

VRAM 4.5–5.0/8 GB

RAM 54.0–58.0%

- Python 42.0–44.0%

- TRACE Modules 12.0–14.0%

CPU 14.0–20.0%

FPS 5–6

Table 4: Sample performance profiling.

When evaluating live performance, latency must
be taken into account, however due to many factors
this is difficult to assess consistently. For example,
specific system hardware plays a critical role in
latency, so latency time reported in one configu-
ration may not be reliably reproduced in another
configuration. The configuration reported in Ta-
ble 4 represents an approximate lower bound on the
hardware that will support the version of TRACE re-
ported in this paper, and so the reported frame rate
of 5–6 FPS can be taken as an approximate upper
bound on the level of latency induced by process-
ing that can be considered acceptable performance
for real-time common ground tracking.
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