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Diana is a multimodal interactive agent that is co-situated with a human user in a mixed-
reality environment.  She can see both her virtual world and you in the real world.  She 
interprets multi-channel inputs—including language, gesture, affect, and emotion—in real time, 
so she can play a proactive role in interactive collaborative tasks.  Diana is situationally and 
environmentally aware, and participates in interactions based on a dynamically computed 
situational common ground created between her and her interlocutor.
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34 individual gestures recognized on ResNet-style DCNNs, composed into 7 types 
of gesture semantics, with equivalent language: 

1. Engage/disengage — step into/away from “engagement zone”/“hello” 
2. Positive acknowledgment — thumbs up/“yes” 
3. Negative acknowledgment — thumbs down/“no” 
4. Deixis — point to select or place an object/“put this there,” etc. 
5. Grab — grasp an object/“take/grab the X,” etc. 
6. Push — slide an object in a direction/“push the X next to the Y”, etc. 
7. Servo — iterative motion in an direction/“a little more” 
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Computational Common Ground: Continuation-
passing style semantics for composition in 
Multimodal Semantic Grammar

Users complete tasks faster using both audio and visual channels

Diana’s behavior is modeled after 
how people collaboratively solve 
tasks. We collected over 8 hours of 
video where 20 pairs of people solve 
16 tasks each. This elicitation study 
deeply informs our design of Diana’s 
use of gestures, language and vision.

Started with Human Subject Studies 
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VoxML modeling language for grounded 
semantics and visualization
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VoxSim platform for intelligent 
agents (VoxWorld)

Overall Diana’s World 
architecture
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Ratio of Completed Task

Completion Rate By Participant

54 people asked to solve 8 tasks (432 tasks total)

Naïve users solve 
problems!

Depends Upon Multimodal Semantics

Continuation semantics of correction

Unimodal and multimodal common ground structures

Diana uses a continuation-passing style 
semantics to aggregate and interpret inputs.  
This allows for robust interactions within the 
domain with the ability for the user to interrupt 
and correct actions, as they would in a peer-to-
peer interaction with another person.

54 participants 
solved at least 

5 of 8 tasks 
successfully
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