
ResultsIntroduction
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 NLP Tasks  
• Cloze-Style Ques/on Answering (Long Context) 
• Wiki-Sec/on Title Predic/on (Long Context) 
• Named En/ty Recogni/on 

(Short Context) 
• CDCR: Cross Document 

Coreference Resolu/on  

Pretraining Corpora
• Train on four publicly-available Assamese (As) datasets:  
• Assamese Wikidumps Dataset 
• OSCAR Dataset 
• PMIndia Dataset 
• CC-100 Assamese corpus  
• ECB+ Corpus (translated to Assamese) 

Embedding Disperser Architecture 
• Combined loss objec/ve to tackle anisotropy 
• Cosine Embedding Loss + BCE Loss 
• Helps disperse the latent space in smaller language models

Analysis 
• AxomiyaBERTa achieves SOTA on Named En/ty Recogni/on 

and Cloze-style QA 
• Phonological signals boost na/ve AxomiyaBERTa 

performance 
• 2x boost in Wiki-Titles, +~10 F1 points on WikiNER 
• Help disambiguate misclassifica/ons in AsNER and 

WikiNER 

AxomiyaBERTa: A Phonologically-aware 
Transformer Model for Assamese
Abhijnan Nath, Sheikh Mannan, and Nikhil Krishnaswamy • {abhijnan.nath,sheikh.mannan,nkrishna}@colostate.edu

• Assamese: an extremely Low-Resource Language (LRL) 
• Spoken by 15M people in Northeastern India 

• For comparison, Hindi has >600M speakers 
• Less NLP-related resources 
• We train AxomiyaBERTa in resource-constrained se]ngs 
• Language-specific phonological 

awareness 
• Novel Embedding Disperser 

architecture  
• SOTA results on many NLP tasks 
• Phonological a^en/on, strategic 

op/miza/on work for LRLs! Event coreference results of AxomiyaBERTa on Assamese (translated) ECB+ test set compared 
with other Transformer-based LMs and the lemma-based heuris/c.

Test F1 Scores/Accuracy for AxomiyaBERTa and Phonologically-aware AxomiyaBERTa on 
the evalua/on tasks compared to previous and our finetuned baselines.

SMM performance on 4 
unseen pairs (%)

Conclusion and Future Work
• A novel phonologically-aware Transformer Language Model for 

Assamese, an extremely low-resource Indian language  
• Strategic use of Embedding Disperser for a more expressive 

latent space (task-specific) 
• Achieved SOTA on short-context task like AsNER and longer 

context tasks like Cloze-QA 
• Novel baselines for challenging tasks like CDCR on Assamese 
• Overall, we show that op/mizing the Embedding Space, and 

phonological informa/on flow can overcome limited data or 
limited compute power in low-resource se]ngs

Taskwise train/dev/test Split Top: Confusion matrices showing 
AxomiyaBERTa performance on AsNER without 
[L] and with [R] phonological awareness. 
Bo^om: IndicBERT [L] and MBERT [R] 
performance on AsNER.

Distribu/on of same (L1) and different (L2) event 
lemma samples in the true posi/ve (TP) distribu/on 
of the T-ECB+ test set. “Diff-Rate” is the percentage 
of different lemma samples within TPs (= L2/TP).

Average cosine similari/es between within-set 
samples on the Wiki-Titles test set for na/ve (N) 
and phonological (P) AxomiyaBERTa. “+” and “-” 
represent correct and incorrect samples 
respec/vely. 

Source: Mortensen, PanPhon.

CC-100 and IndicCorp data sizes 
(millions of tokens) for Assamese, 
Bengali, Hindi, and English.

Source: h^ps://en.wikipedia.org/wiki/
Languages_of_India

Pretrained modelCodebase Paper

Phonological Feature Generation 
• Epitran and PanPhon to generate phonological features 
• NER tokens for short-context, candidate op/ons for Cloze-QA 

and Wiki-Titles, and event lemma for CDCR 
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